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1 Executive summary

This document reports on the second and final version of the research and development of techniques that facilitate
the search and indexing! of environmental nodes, as well as the acquisition of air quality-relevant data from the Web
and from social media. The work described here builds upon the work reported on D3.1 and includes: a) the description
of several new data collection methods that were implemented and integrated into the hackAIR platform, b) an in-
depth study of the performance of the image analysis techniques that were described in D3.1 that lead to an extension
with significant improvements in terms of performance, c) the description and evaluation of an experimental
framework for air quality estimation from Twitter data. With respect to data collection an important change is the
extension of its coverage to the whole European continent instead of only big cities in the countries of the pilot studies
(Germany and Norway). This change was motivated by the requirement of the data fusion module developed in WP4
for geographically scattered measurements that include both urban and rural areas and the fact that the throughput
rate of the image processing module was considerably improved and can now handle the expansion.

Initially, we focused on improving data collection from Flickr which is the main source of social images after the
shutdown of the Instagram API. Besides the geographical expansion, we also implemented several improvements
(section 2.1.1) such as rejection of images with uncertain capture dates and better handling of the API’s responses. In
addition, we studied the possibility of extending Flickr image collection to include non-geotagged images of which the
geolocation is estimated based on the textual metadata of the image. To this end, experiments with a state-of-the-art
geolocation estimation method were carried out (section 2.1.2) and it was found that for a significant percentage of
non-geotagged Flickr images (27.3%), it is possible to infer their location with high precision. This is a very encouraging
finding as it shows that a significantly larger number of Flickr images can be exploited for air quality estimation,
compensating for the smaller number of images uploaded on Flickr compared to Instagram.

In addition, we describe the implementation of methods for collection of images from public webcams (section 2.2).
A characteristic of webcam images that makes them highly valuable for the data fusion model developed in WP4 is
that their geolocation is fixed and known in advance and it is possible to collect images from them at regular intervals.
Thus, we put significant focus on collecting images from a large number of webcams across the whole Europe. To this
end, two very large public webcam image repositories were leveraged, AMOS and webcams.travel. Specialized image
collectors were implemented for the two repositories, leading to a total of around 3.5K webcams in Europe.

Besides the collection of image data that are analyzed and used as input for the air quality estimation models, we also
implemented a collector of official environmental data (particulate matter PMio and PM,s) from ground stations
(section 2.4) that builds upon the results of the empirical study of environmental web services that was conducted in
D3.1. This data will be used as input to the visualization module developed in T5.2 and also serve as ground truth labels
for the Twitter-based air quality estimation models that we describe in this report (section 4). The collector retrieves
data from the OpenAQ platform which provides data from many air quality stations that cover most European
countries, including the two countries of the pilots. In addition to the data collector, we also developed and present a
web interface that visualizes the current air quality conditions in Europe as reflected by the data that we collect from
OpenAQ.

Another large part of our work (section 3) has focused on the detailed evaluation and finalization of the image analysis
methods that we developed in D3.1, in order to turn them into an effective and efficient image analysis service for
supporting the process of providing air quality estimations from images within the hackAIR platform. First, we
performed a very realistic, air-quality oriented evaluation (section 3.1) of the two alternative sky localization methods:
a) the one based on deep learning techniques (FCN approach) and b) the one based on heuristic rules that were
provided by air quality estimation experts (heuristic approach). To this end, we created a dataset that contain the sky

! Discovery of environmental notes was mainly addressed in D3.1.

7179



D3.2: 2" Environmental node discovery, indexing and data acquisition

masks extracted from a random set of Flickr and webcam images, and asked air quality experts to evaluate the
performance of the two sky localization methods. Based on this evaluation, a number of important conclusions were
drawn such as the complementarity of the two approaches and the difficulty in rejecting images where the sky is
covered by cirrus clouds. Motivated by the complementarity of the two approaches, a new approach that combines
them was proposed and evaluated, leading to significantly better results than either of the two approaches alone.
Moreover, we performed (section 3.2) a comprehensive study of the impact of various commonly applied image
transformations and filters on the ratios (R/G and G/B) that we computed from the sky regions of the images and sent
as input to the image-based air quality estimation models. The results showed that the results of the image analysis
were very robust against most transformations, except for the most intense ones.

We also provide a detailed description (section 3.3) of the architecture of the image analysis service as well as the
effectiveness of its three main components: a) sky concept detection, b) FCN-based sky localization, c) refinement of
the FCN-based mask with the heuristic approach and calculation of the R/G and G/B ratios. Importantly, statistics
regarding the results of the image analysis service on the collected images are given (section 3.4), including the
numbers of sky-depicting and usable sky images collected daily from each data source as well as from all available data
sources and the number of usable sky images collected from the countries of the pilots. Moreover, we present a web
interface that we developed for the visualization of the data collection and image analysis results (section 3.5).

Finally, we present an experimental line of work that investigates the feasibility of making air quality estimations for
areas (cities) without official air quality stations based on Twitter activity. Such estimations can be potentially useful in
cases where e.g. due to high cloud coverage, there is not enough data to make image-based air quality estimations.
For this purpose, a Twitter data collection framework is implemented that focuses on collecting air quality-related
Twitter posts that are posted in specific cities. Text analysis machine learning techniques are then utilized that try to
learn accurate mappings between the current air quality conditions and statistical attributes of the Twitter posts. Five
cities in the UK are used as a case study and a transfer learning framework is developed where using data from one or
more nearby cities for training the estimation models, we try to make estimations for another city that is assumed to
not have official ground station measurements. A series of experiments are conducted using state-of-the-art machine
learning technigues and some promising results are obtained.

With the completion of D3.2, considerable progress has been achieved and we consider that the goals of WP3 have
been fulfilled. The developed and tested components have been delivered and will be integrated in the hackAIR
platform, and are expected to be continuously refined (within WP5 and WP7) throughout the second period of the
project through the feedback acquired from the pilot studies, as well as by carrying out further lab experiments and
implementing appropriate extensions to improve their quality and resilience.

8|79



D3.2: 2" Environmental node discovery, indexing and data acquisition

2 Environmental and Social Node Indexing and Data Collection

2.1 Social Image Collection Improvements and Extensions

2.1.1 Flickr Collector Improvements

In this section, we report various updates and improvements that were implemented during the reporting period on
the Flickr collector (of which the first version is described in D3.1). In short, the purpose of the Flickr collector is to
periodically call the Flickr APl in order to retrieve the URLs and necessary metadata (i.e. geolocation and timestamp)
of images captured (and uploaded) recently (within the last 24 hours) around the locations of interest. The metadata
of each image is stored in a MongoDB and the URLs are used to download the images and store them until image
analysis for supporting air quality estimation is performed.

In the first version of the collector, the flickr.photos.search endpoint was used in order to collect images within a radius
of 16 km around the center of 34 European cities located mainly in Germany, Norway and Greece. This was achieved
by setting the /at (latitude) and /on (longitude) parameters of the endpoint and submitting one request per city every
24 hours using appropriate values for the minimum and maximum date taken parameters in order to retrieve only
photos taken within the last 24 hours. Compared to that first version of the collector, the updated version includes the
following updates and improvements:

Geographical coverage extension: We studied the feasibility of extending the geographical coverage of the Flickr
collector to the whole Europe instead of specific European cities. This change was motivated by the fact that the data
fusion module being developed in WP4 works better when the air quality measurements/estimations used as inputs
are geographically scattered and include both urban and rural areas. To this end, an alternative way of performing
geographical queries using the flickr.photos.search APl method was employed, i.e. using the woe_id parameter. This
parameter allows geographical queries based on a WOEID? (Where on Earth Identifier), a 32-bit identifier that uniquely
identifies spatial entities and is assigned by Flickr to all geotagged images. Using this approach, extending the coverage
to the whole Europe consists of replacing the multiple city-oriented requests with a single request where the lat/lon
parameters have been replaced by the woe id parameter set to the WOEID of Europe (24865675). Note that this
approach was preferred over using a bounding box query (bbox parameter) because Europe’s bounding box includes
non-European countries (e.g. Turkey).

Taken date validation: In order to retrieve only photos taken within the last 24 hours, the min/max_date_taken
parameters of the flickr.photos.search endpoint are used. These parameters operate on Flickr’s ‘taken’ date field which
is extracted, if available, from the image’s Exif metadata. However, the value of this field is not always accurate as
explained in Flickr API’s documentation?:

e Flickr automatically sets the taken date to the time of upload when the taken date is not available in the Exif.
Thus, we reject all images with a taken date equal to the upload date.

e  When the taken date of the image is not specified with enough detail Flickr auto-completes the missing
information with default values so that all taken dates are specified up to the second (e.g., a taken date of “2016-
11-25” will be automatically transformed to “2016-11-25 00:00:00”). Fortunately, it is possible to identify such cases
by taking taken date granularities into account (information provided in the datetakengranularity field of Flickr API’s
response). Flickr assigns a ‘granularity’ — the accuracy to which the date is known to be true — to taken dates.
Currently, there are four taken date granularities (0, 4, 6, 8) on Flickr, only the finest of which (0) provides sufficient

2 https://en.wikipedia.org/wiki/WOEID

3 https://www.flickr.com/services/api/misc.dates.html

ATy
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detail (up to the second) to be usable for our purposes. Thus, all images with a taken date granularity > 0 are
rejected.

Improved API response management: After expanding the area of interest to the whole Europe, each API request now
returns a much larger number of results compared to the city-oriented queries. An implication of this is that some
queries return more than 4,000 results, bringing up an idiosyncrasy of the Flickr API, i.e. whenever the number of
results for any given search query is larger than 4,000, only the pages (results are offered paginated) corresponding to
the first 4,000 results will contain unique images and subsequent pages will contain duplicates of the first 4,000 results.
To tackle this issue, a recursive algorithm was implemented, which, when a query returns more than 4,000 results,
splits the query’s date taken interval (initially a 24-hour interval) in two and creates two new queries that are submitted
to the API. The process continues until all queries have returned less than 4,000 results, at which point all the results
of the initial query have been retrieved. This mechanism offers robustness against data bursts and is particularly useful
also in the case of textual Flickr API queries (see Section 2.1.2) which return a very large number of results.

Request frequency increase: Finally, the call frequency was increased from one call every 24 hours to one call every 6
hours (always using a fixed lookback window of 24 hours). Although this change does not affect the total number of
images that are collected it increases the number of fresh images (taken within the last 24 hours) that are available to
the system at any time point. In addition, using overlapping time windows implies that a large fraction of the images
returned with each request, will have already been collected from a previous request. Thus, an efficient way to check
for duplicate images was implemented by exploiting MongoDB’s indexing and batch querying capabilities.

2.1.2 Collecting Flickr Images with Textual Queries

Given that geographical queries for Europe return only about 5,000 geotagged images per day on average (see Section
2.3 for detailed image collection statistics) and since other social media platforms do not offer free access to their
APls, we explored the potential of utilizing non-geotagged Flickr images after estimating their capture location based
on textual metadata such as image tags, title and description. Table 1 shows the total number of images returned by
the Flickr APl when queries of increasing upload date window size are submitted, as well as the numbers (and
percentages) of geotagged images and images geotagged in Europe in the same upload date windows*. To obtain the
total number of images in a time window, we use the flickr.photos.search endpoint and specify the
min/max_upload_date parameters while leaving all other parameters empty. To obtain the numbers of geotagged
images and images geotagged in Europe within the same intervals, the has_geo and woe_id parameters are
additionally specified®. Two important observations can be made based on the results:

e  The vast majority of Flickr images are non-geotagged (=97%). This means that there is a large pool of images
that could be utilized for air quality estimation, provided that their location could be accurately estimated.

e  Asignificant percentage of the images in the non-geotagged pool are expected to be from Europe, given the
very high representation of Europe (>50%) on geotagged images.

Based on these observations, we expect that even if a small fraction of the non-geolocated images can be accurately
geolocated, a significant increase to the total number of Flickr images that can be useful for air quality estimation is
possible.

4 Note that these numbers are significantly higher than the previously reported average number of 5,000 images geotagged in
Europe per day. This deviation is mainly due to the fact that the previous number refers to images uploaded within 24 hours after
they have been captured while there is no such limitation for the number reported in Table 1.

® The max_upload_date timestamp was set to 1496749429 (6/6/2017) in all queries. Therefore, the reported numbers represent
only a rough estimate of the actual numbers.
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Table 1 — Total, geotagged and geotagged in Europe images returned by the Flickr API for different upload date windows.

1 4,989,264 134,122 (2.7%) 74,584 (1.5%)
7 14,348,054 406,017 (2.8%) 220,895 (1.5%)
30 50,084,562 1,610,467 (3.2%) 787,157 (1.6%)

Estimating geographical coordinates (geotagging) of multimedia items, such as images and videos, based on massive
amounts of geotagged training data is a research topic that has recently attracted significant attention, largely due to
the placing task (Hauff et al., 2013), (Choi et al., 2014), (Choi et al., 2015), (Choi et al., 2016) of the MediaEval®
benchmarking initiative for multimedia evaluation. The simplest approach for geotagging is called geoparsing and
consists of detecting references to known locations with the help of gazetteers (Amitay et al., 2004). Geoparsing,
however, has a few limitations such as the inability to perform inferences from text descriptions that do not explicitly
refer to geographic entities and the inability to consider contextual information to deal with ambiguous geographic
names (e.g., Athens may refer to the capital of Greece, but also to 23 toponyms in the US). To deal with the limitations
of geoparsing, Language Model-based (LM) approaches were proposed (Serdyukov et al., 2009). LM approaches learn
a probabilistic textual model using a large set of training items and then use this model to provide estimates about the
location that a new piece of text refers to. LM approaches alleviate the disadvantages of geoparsing since they do not
operate on an explicit toponym dictionary and take context into account by considering multiple terms to produce
their estimates. Indeed, the best performing runs of the last three editions of the MediaEval placing task employ LM-
based approaches.

Thus, in the context of location estimation for non-geotagged Flickr images that is in the interest of hackAIR, we
evaluate a state-of-the-art LM-based geotagging approach (Kordopatis-Zilos et al., 2016) that has demonstrated
excellent results in the latest edition of the MediaEval placing task (2016). According to this approach, the earth surface
is divided into (nearly) rectangular cells with sides 0.01° for both latitude and longitude (corresponding to a geodesic
length of approximately 1km near the equator), and the term-cell probabilities (Figure 1) are computed based on the
user count of each term in each cell, based on a training set comprising of the union of the =5M training items provided
for the 2016 placing task (Choi et al., 2016) and all geotagged items (=40M) of the YFCC100M dataset (Thomee et al.,
2015). Given a query text, the most likely cell is derived from the summation of the respective term-cell probabilities.
On top of this basic idea, the method features several refinements such as text pre-processing, feature selection,
feature weighting, use of multiple resolution grids, etc. More details about these refinements can be found in the
original paper (Kordopatis-Zilos et al., 2016).

= P

nyc: 0.52 [
manhattan: 0.45
liberty: 0.33 - /
york: 0.27 —
new: 0,15

Figure 1 — lllustration of example term-cell probabilities calculated for the grid containing the city of New York.

6 http://multimediaeval.org/
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Here, we use an open-source implementation of the method’ and evaluate it on the task of geolocating Flickr images
based on their textual metadata. Since the area of interest is Europe, the evaluation is carried out on a set of 150K
images geotagged in Europe that were collected using the basic (geographical) version of the Flickr collector in April
2017. As evaluation measure, we employ the widely used Precision at R (P@R) which is defined as:

1(i10(Gpr(D).Grer (D))<RY]
[Des| ’

P@R =

where Dy is a set of image items i, G,,-(i) and G,.¢ (i) are the estimated and reference location of i respectively,
d(x,y) is the geodesic distance between points x and y and R is a predefined range. In our experiments, we focus on
R =10km and R = 25km as less accurate estimations are not useful in the context of hackAIR.

An advantage of the employed approach is that, in addition to providing an estimate of an image’s location, it also
calculates ascorein ¢ € [0,1] which expresses the confidence of the estimation. This is important as it allows rejection
of low-confidence estimations, in the hope that a better P@R can be achieved for high-confidence estimations. In our
experiments, we study the effect of applying different cut-off thresholds t = {0.0,0.1,0.2, ...,0.9} to reject estimations
with confidence ¢ < t. In addition, we study the effect of using alternative types of metadata, i.e. title-only, tags-only,
description-only, and title+tags+description.

Figure 2,3,4, Figure 5 show the P@10Km and P@25Km performance as well as the respective percentage of all images
for which estimations are made for different cut-off thresholds, using each type of metadata. As expected, the higher
the cut-off threshold, the higher the precision and the lower the percentage of images for which estimations are
made®. In all cases, P@25Km scores > 0.9 can be achieved with a threshold > 0.7. However, comparing the results
obtained with each type of metadata we notice that a significantly better trade-off between precision and recall is
achieved when the union of terms in title, tags and description is used. Assuming that a P@25Km performance > 0.9
is sufficiently high, we see that title+tags+description achieves this performance goal while still providing estimations
for the 27.3% of all images, compared to 18.7%, 16.0% and 3.5% respectively for title, tags and description. Thus, our
analysis suggests that it is clearly advantageous to use all the available textual metadata.

Overall, the obtained results are very encouraging as they show that we can infer the location of a significant
percentage of non-geolocated Flickr images with high precision. Hence, we conclude that extending the Flickr collector
to include non-geotagged images with inferred location, constitutes a promising strategy of increasing the number of
Flickr images that could be useful for air quality estimation.

7 https://github.com/MK Lab-IT I/multimedia-geotagging

8 Note that the percentage of images for which predictions are made is lower than 100% even with a cut-off threshold equal to 0.
This is due to the fact that no estimations can be made for images of which the respective metadata fields are empty (or become
empty after pre-processing operations such as stop-word removal).
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Figure 2 — Location estimation performance with different cut-off thresholds using only terms in title.
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Figure 3 — Location estimation performance with different cut-off thresholds using only terms in tags.
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Figure 4 - Location estimation performance with different cut-off thresholds using only terms in description.
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Figure 5 - Location estimation performance with different cut-off thresholds using the union of terms in title, tags and description.
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2.2 Webcam Image Collection

This section provides the technical details on the collection of webcam images. As done for Flickr images, the collection
does not focus only on webcams from big cities in the countries of the pilots (Germany and Norway) but instead
considers webcams located anywhere in Europe. To this end, two large-scale repositories of webcams are used, AMOS®
and webcams.travel™. In the case of AMOS, a web data extraction framework (section 2.2.1) was developed, while in
the case of webcams.travel, data is retrieved through a client application for the provided API (section 2.2.2).
Combined, these two sources provide data from more than 25,000 webcams in Europe. In a set of exploratory
experiments, we found that most of the webcams discovered in a specific location (city/region) using standard search
engines (e.g. Google, Bing) or focused crawling approaches (as the one described in D3.1), are already contained in
either AMOS or webcams.travel. Based on this, we focused on the integration of these large-scale repositories instead
of developing a specialized webcam discovery framework (as suggested in D3.1).

2.2.1 Collecting Images from AMOS Webcams

A detailed description of the AMOS dataset (Jacobs, 2007) was provided in D3.1. Here, we provide the technical details
of the data collection framework that we developed in order to retrieve data from the AMOS website.

The first step consists of identifying the ids of all webcams that are located in Europe. This is accomplished by using
the advanced filters form of the “Browse Cameras” page!! that allows searching for webcams with multiple criteria
including search for webcams located inside a specific bounding box (latitude/longitude range). Since we are interested
in all webcams located in Europe, we define a bounding box that includes the whole European continent, i.e. latitude
range: [27.6363 - 81.0088], longitude range: [-31.2660, 39.8693]. When this query? is submitted, 4,893 matching
webcams are found (note that not all matching webcams are active though) and returned®® in a results page that
shows an image (snapshot) from each webcam as well as its title. The image of each webcam is clickable and links to
a page (an example is provided in section 3.5.3.2 of D3.1) that provides all the information that is available for the
webcam such as the webcam id, the link to the latest image captured from the webcam, the latest capture date/time
and the geolocation of the webcam. Ideally, we would like to visit each webcam page only once to extract its static
information (id, geolocation) and then use the script provided in the AMOS website (see section 4.3 of D3.1 for more
details) to download the latest image of each webcam. Unfortunately, though, the provided script (and the
corresponding REST service that is called by the script) is mainly targeted towards download of historical data and as
a result gives the option to download a whole year or month of data from each webcam but not data from a single
date or just the most recent snapshot from each webcam. Since it would be very inefficient to download a whole
month of images every time a new image needs to be fetched from each webcam, we did not use the provided script
and implemented instead a customized web scrapper for the AMOS website.

The web data extraction method that we implemented to retrieve data from the AMOS website works as follows:

e A query is constructed using the advanced filters form to retrieve a list of all webcams located in Europe (as
described above).

9 http://amos.cse.wustl.edu/

10 https://www.webcams.travel/

1 http://amos.cse.wustl.edu/browse_with_filters

12 http://amos.cse.wustl.edu/browse_with_filters?start=0&step=4893&longitude 1=39.8693&longitude 0=-
31.2660&latitude 1=81.0088&Iatitude 0=27.6363

13 The results are paginated (25 per page) but we manipulate the start and step URL parameters so that all matching webcams are
returned in a single results page.
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e The results page is parsed to extract the URLs of the webcam pages.
e Fach webcam page is downloaded and parsed to extract the necessary information. In particular, we first
check the “Last Captured” date to determine whether a new image is available for this webcam. If the last
captured date is older than 24 hours in the past, we know that the webcam is inactive because AMOS normally
captures a new image from each webcam every 30 minutes. If the capture date is more recent than 24 hours
in the past, we create a new MongoDB record that contains all the necessary information (an example record
is shown in Figure 6Error! Reference source not found.) and attempt to insert the image in a MongoDB
repository where we store all the collected images. Note that in case the same image has already been
retrieved, the insert fails because the unique id field of each webcam image is populated using the webcam id

and the timestamp of the image.

e Finally, all new webcam images are jointly downloaded using an efficient multi-threaded downloader and
stored on the server until image analysis is performed.

The AMOS image collector is executed four times per day (at 7:00, 11:00, 14:00 and 18:00) using a Java-based
scheduler. During the period that we collect data from AMOS (6/3/2017-now) we have found that 2,246 of the 4,893
webcams are active. Their geographical distribution is shown in Figure 7. We see that almost all European counties are
well represented. Norway is the country with most webcams (430) while a significant number of webcams (134) can
also found also in Germany, the other country of the pilots. Of course, not all the discovered webcams depict the sky.
However, the effort required to manually check all webcams in order to exclude non-sky-depicting ones would be

prohibitive. Therefore, we initially collect images from all the discovered webcams, process them using the image

analysis service (see section 3.3) and record the image analysis results. A statistical analysis of these results (presented

in section 3.4) can help us determine the fraction of sky-depicting webcam images and facilitates automatic rejection

of non-sky-depicting webcams.
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Figure 6 - The MongoDB record of a webcam image from the AMOS dataset.
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Figure 7 — Geographical distribution of AMOS webcams.

2.2.2 Collecting Images from webcams.travel APl Webcams

Webcams.travel is a very large outdoor webcams directory that currently contains 64,475 landscape webcams
worldwide. Webcams.travel provides access to webcam data through a comprehensive and well-documented free
API**. The provided APl is RESTful, i.e. the request formatis REST*® and the responses are formatted in JSON (everything
is UTF-8 encoded) and is available only via Mashape®. For the purposes of hackAIR, we implemented an image
collector application that uses the webcams.travel APl to collect data from European webcams. The details of the
webcams.travel webcam image collector are given below.

To get a list of all webcams located in Europe along with all the required information, queries of the following type are
used:

e  https://webcamstravel.p.mashape.com/webcams/list/continent=EU/orderby=popular,desc/limit={limit} {offs
et}?show=webcams:basic,image,location

In this type of queries the /webcams/list/ endpoint is exploited along with the continent=EU explicit modifier which
narrows down the complete list of webcams to contain only webcams located in Europe. Moreover, two implicit
modifiers are used: a) orderby and b) limit. The orderby modifier has the purpose of enforcing an explicit ordering of
the returned webcams. This is important because API limitations do not allow us to get data from more than about
1,000 out of the 24,319 European webcams contained in webcams.travel. By enforcing an explicit ordering (in this
case webcams are sorted in descending popularity!’ order) we ensure that roughly the same webcams are returned
in the top 1,000 results every time new data is pulled from the API. Having regular measurements from the same
locations is beneficial for the data fusion module developed in WP4.

14 https://developers.webcams.travel/

15 https://en.wikipedia.org/wiki/Representational state transfer

16 https://www.mashape.com/

17 According to webcams.travel API documentation: “popularity reflects which webcams are currently of interest”.
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The other implicit modifier (/imit) is used to slice the list of webcams by /imit (the number of webcams in the resulting
list) and offset (the offset from where to start listing the webcam for the resulting list). The use of this modifier is
necessary because the maximum number of results that can be returned with a single query is 50 (i.e. the max value
of the limit parameter is 50) and in our case, we want to pull data from 1,000 webcams. Thus, 20 queries must be
performed with appropriate values for the offset parameter. The last part of the query
(show=webcams:basic,image,location) is used so that the response contains webcam objects that besides the basic
information for each webcam (id, status, title) also contain the URL of the latest image captured from the webcam
(and its timestamp) and the webcam’s exact geographical location.

Figure 8 shows the form of the response returned by webcams.travel to the above query. After all the queries have
been completed, all the collected webcam objects are parsed to extract the required information and MongoDB
records of a similar form with those created for AMOS webcams are created. Non-active webcams and duplicate
images are handled in the same way as described above for the AMOS dataset. We notice that the webcams.image
object contains pointers to four differently sized images. Among them, we pick the URL pointing to the largest size
image which is “preview” and has a size of 400x224. Figure 9 shows an example MongoDB record for an image from
webcams.travel.

Similarly to the AMOS image collector, the webcams.travel image collector is executed four times per day (at 7:00,
11:00, 14:00 and 18:00). Figure 10 shows the geographical distribution of the 1,000 most popular European webcams
from webcams.travel®®. In this case, Switzerland is the country with the most webcams (283) followed by Italy and
Germany with 253 and 177 webcams respectively.

18 Note that a slightly different set of webcams might be returned each time this query is realized.
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"status": "OK",
"result™: {
"offzet": @,
"limit": 2,
"total": 24319,
"webcams™: [
{
"id": "1@ees5e952",
"status": “active™,
"title": "Beinwil am See: Hallwilersee MNord™,
"image": {
"current”: {
"icen": “https://images.webcams.travel/icon/188@558952. jpg",
"thumbnail™: "https://images.webcams.travel/thumbnail/leees5@952. jpg",
"preview”: "https://images.webcams.travel/previen/10808550952. jpg",
"toenail™: "https://images.webcams.travel/thumbnail/le@es5e952.jpg"
b
"daylight": {E3},
"sizes™: {EH},
"update”: 1493484147
ta
"location™: {
"city™: "Beinwil am See”,
"region™: "Aargau”,
"region_code™: “CH.AG",
"country”: "Switzerland",
"country_code™: "CH",
"continent™: "Europe”,
"continent_code”: "EU",
"latitude": 47.26@8586,
"longitude™: 8.2@5056,
"timezone™: "Eurcpe/Zurich”
Fa
"url™: {
"current™: {
"desktop™: "https://wew.webcams.travel/webcam/1008558952-Weather-Hallwilersee-Nord-1-Beinwil -am-See”,
"mobile™: "https://m.webcams.travel/webcam/10@@558952-Weather-Hallwilersee-Nord-1-Beinwil-am-5See”
T
"daylight™: {
"desktop™: "https://www.webcams. travel/webcam/1888558952-Weather-Hallwilersee-Nord-1-Beinwil-am-See/daylight”,
"mobile™: "https://m.webcams.travel/webcam/10@@558952 -Weather-Hallwilersee-Nord-1-Beinwil-am-5ee/daylight™
b
"edit™: "https://lockr.com/edit/180@550952"
¥
I
(=)
]
¥
A
Figure 8 - Example response from the webcams.travel API.
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Figure 9 - The MongoDB record of a webcam image from webcams.travel.
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Figure 10 — Geographical distribution of webcams.travel webcams.
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2.3 Image Collection Statistics

The three image collectors, i.e. the updated Flickr collector, the AMOS webcams collector and the webcams.travel
collector, have been collecting images since 24/2/2017, 6/3/2017 and 2/5/2017, respectively. During this period and
until 15/5/2017 (the date when a snapshot of the repository was taken for reporting purposes) 1,019,938 images had
been collected in total across the whole Europe from all sources. In the following paragraphs, we present statistics of
the image collection.

Figure 11 shows the number of images collected daily from each source. We see that the number of images collected
each day by the two webcam image sources is almost stable (apart for few days were the collection of images from
AMOS failed due to network connectivity issues with the server that runs the data collector) since an almost fixed
number of webcams are visited a fixed number of times each day. In particular, 2,246 webcams from AMOS and 1,000
webcams from webcam.travel are visited exactly four times per day and, as a result, about 9,000 and 4,000 images,
respectively, are collected daily from these sources. On the other hand, the number of images collected daily from
Flickr exhibits a large variability since it depends on the number of geotagged images (in Europe) that are uploaded
daily by Flickr users. As expected, the number of images collected from Flickr increases significantly during Saturday
and Sunday, since users tend to capture and upload more images during weekends. On average, about 5,500 images
are collected daily from Flickr.
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Figure 11 — Number of images collected daily from each source

During the collection period, we retrieved images from almost every country in Europe. Figure 12 shows the
percentage of the total number of collected images (=1M) corresponding to each country, while Figure 13 shows the
total numbers of Flickr and webcam images collected from each country (only the top 20 countries are shown in all
cases to increase the readability of the figures). We see that most images come from the UK, mainly because most
Flickr images are from there, while Norway is second in the rank because it is the country where most webcams are
located (given our collection criteria). Germany, another country of interest for hackAIR (since pilots will take place in
Germany and Norway) is also very well covered, exhibiting a balanced number of Flickr and webcam images. Figure 14
shows the total number of images collected daily in Germany and Norway. We see that after the full integration of all
image sources (in May), more than 1,000 and 2,000 images are collected daily from Germany and Norway, respectively.
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As we will see in Section 3.4, these larger numbers of collected images lead to a large number of sky-depicting images
that can be used for air quality estimation.
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Figure 12 — Percentage of the total number of collected images coming from each European country (top 20 are shown)
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2.4 Collecting Measurements from Ground Stations

In this section, we present the framework that we developed for collecting air quality measurements (specifically PM10
and PM2.5) from ground stations. The framework is based on the collection of data from OpenAQ?°, an air quality web
service that was briefly described in D3.1 (section 3.3.3). OpenAQ is an open data platform that aggregates and shares
air quality data from multiple official sources around the world. The data offered by the platform is of high quality as
they mainly come from official, usually government-level organizations. The platform offers the data as they are
received from their originating sources, without performing any kind of transformations. In particular, the following
five main criteria are used for deciding upon the suitability of the data sources that are included in the platform?°:

1. Data must be of one of these pollutant types: PM10 (of interest to hackAIR), PM2.5 (of interest to hackAIR),
sulfur dioxide (SO2), carbon monoxide (CO), nitrogen dioxide (NO2), ozone (03), or black carbon (BC).

2. Data must be from an official-level stationary, outdoor air quality source, defined as data produced by a
government entity or international organizations.

3. Data must be ‘raw’ and reported in physical concentrations on their originating site.

4. Data must be at the ‘station-level,” not aggregated into a higher (e.g. city) level.

5. Data must be from measurements averaged between 10 minutes and 24 hours.

Importantly, the OpenAQ system checks each data source for updates information every 10 minutes. Thus, it is
guaranteed that the data will be almost as real-time as they are offered by the original sources. With respect to
geographical coverage, the platform collects measurements from 5,629 locations in 48 countries. Since the focus of
the hackAIR project is the collection of PM10 and PM2.5 measurements from countries in Europe, Table 2 shows the
European countries for which PM10 and/or PM2.5 data is provided, the number of locations that provide data in each
country, as well as the corresponding data source. We observe that data for 17 European countries are available. In
most cases, the data source is the European Environmental Agency?! (EEA) but additional official-level data sources
are included (e.g. DEFRA% in the United Kingdom). We observe that PM10 data are available from more locations in
each country compared to PM2.5 data with only three exceptions (United Kingdom, Belgium and Poland) where a
similar number of PM10 and PM2.5 locations are available. In total, OpenAQ provides PM10 and PM2.5 data from
1728 and 737 locations in Europe, respectively. We also observe that the countries of the pilots are very well
represented, with 434 PM10 and 183 PM2.5 locations in Germany and 48 PM10 and 37 PM2.5 locations in Norway.

Table 2 — European countries for which data is available in the OpenAQ platform along with data source (second column),
number of locations with PM 10 data (third column) and number of locations with PM2.5 data (fourth column). The URLs of the
data sources are used in some cases because the source name is not provided by OpenAQ.

Country # PM 2.5 locations
France EEA France 372 147
Germany EEA Germany 434 182
Spain EEA Spain 243 72
Austria EEA Austria 199 0
United Kingdom DEFRA 71 74

19 https://openag.org

20 More details can be found here: https://medium.com/@openag/where-does-openag-data-come-from-a5cf9f3a5c85

21 https://www.eea.europa.eu/

22 https://uk-air.defra.gov.uk/
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Netherlands http://www.Ilml.rivm.nl/sos/ 94 64
Czech Republic EEA Czech Republic 83 52
Belgium EEA Belgium 61 63
Norway luftkvalitet.info 48 37
Finland EEA Finland 37 16
Croatia EEA Croatia 17 9
Hungary EEA Hungary 24 1
Bosnia and Herzegovina | http://www.fhmzbih.gov.ba 11 5
Poland http://sojp.wios.warszawa.pl 9 10
FYROM EEA FYROM 15 0
Sweden Swedish data from SLB analys 9 4
Ireland EEA Ireland 1 1
Total 1728 737

Based on its characteristics, OpenAQ is considered an ideal source of PM10 and PM2.5 ground station measurements
for the hackAIR platform. Therefore, a specialized data collection framework was developed to retrieve data from the
REST API provided by OpenAQ?3. The /latest endpoint* of the API is used, which provides the latest value of each
available parameter (pollutant) for every location in the system. To avoid retrieving results from non-European
countries, we use the optional parameter “country” that is used to limit results by a certain country. In addition, to
avoid retrieving results for pollutants other than PM10 and PM2.5, the “parameter” parameter is used. Thus, two
queries are performed for each of the 17 European countries, one to retrieve the latest PM10 measurements and one
to retrieve the latest PM2.5 measurements. For instance, the following two queries are used to retrieve the latest data
PM10 and PM2.5 data for Norway:

) https://api.openag.org/vl/latest?parameter=pm10&country=NO

) https://api.openag.org/vl/latest?parameter=pm25&country=NO

Figure 15 shows a part of the response of the OpenAQ API to the first of the above queries. We notice that the response
contains all the required information for each measurement, i.e. exact geolocation and time, value and unit.

The air quality data collector queries the OpenAQ API for the latest data once every hour and stores new
measurements in the MongoDB-based environmental node repository that was described in D3.1 (section 6.4). Figure
16 shows an example record from this repository. We see that the record contains the following fields:

e “ id”is aunique object identifier added automatically by MongoDB

e  “datetime” stores the timestamp of the measurement

o  “loc” stores the geographical coordinates of the measurement station
e  “source_type” stores the type of the data source of the measurement?®

Z https://docs.openag.org/

2 https://docs.openad.org/#api-Latest

25 Currently all measurements come from OpenAQ but additional source types can be integrated in the future.

=

o '
% —_—
= —

=

25|79


http://www.lml.rivm.nl/sos/
http://www.fhmzbih.gov.ba/
http://sojp.wios.warszawa.pl/
https://api.openaq.org/v1/latest?parameter=pm10&country=NO&limit=10000
https://api.openaq.org/v1/latest?parameter=pm25&country=NO
https://docs.openaq.org/
https://docs.openaq.org/#api-Latest

[“countryCode” “location

D3.2: 2" Environmental node discovery, indexing and data acquisition

“pollutant” is the type of the pollutant (pm10 or pm25)
“value” is the value of the pollutant

“unit” is the measurement unit

“countryCode” the code of the country as given from OpenAQ
“location” the name of the location in OpenAQ

“sourceName” the name of the source in OpenAQ

“id” is a unique identifier (upon which a unique MongoDB
pollutant”_timestamp]. It is used to avoid retrieval of measurements that have

nou

already been retrieved (i.e. duplicates).

index

{
"meta”: {
"name"”: “openag-api”,
"license": "CC BY 4.8",
"website": "https://docs.openag.org/”,
"page”: 1,
"Timit": 10008,
"found™: 48
}J
"results”: [
1
"location™: "Alnabru”,
"city": "0slo”,
"country": “NO",
"measurements”: [
{
"parameter”: "pmle@",
"value": 4.8,
"lastUpdated”: “2017-86-28T15:00:00.0007",
"unit™: "pg/m3",
"sourcelams": "Norway™
}
]J‘
"coordinates™: {
"latitude™: 59.92773,
"longitude”: 10.84633
I
}p
{53},
=)
(&3},
{3}
1
¥

is

Figure 15 — Example response from the latest endpoint of the OpenAQ API.
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Key Yalue Type
v 13 (1) Objectld("59031e8a23a8343c... {11 fields }
_id Objectld("39031e8aa3a8343c10%ea7f0")
o datetime 2017-04-28 10:00:00.000Z
v 3 |oc {2 fields }
" type Point
3 coordinates [ 2 elerments ]
| source_type opeEnag
" pollutant pm10
##| value 12.7
" unit pg/m®
i MO_Torvet_pm10_14%3373600000
" countryCode MO
" ity Trondheim
" location Torvet

Figure 16 — Example MongoDB record of an environmental measurement from the OpenAQ API.

The environmental data retrieval framework was deployed on 21/12/2016 and has been continuously collecting data
since then. As a result, the repository currently contains more than 1 million measurements in total. To facilitate an
easy inspection of the collected data, their geographical distribution, and the current air quality conditions in Europe
(in terms of PM10 and PM2.5) we built a web application?® that displays the latest PM10 and PM2.5 measurements
with appropriate markers on a map. Figure 17 shows two screenshots of the application. We see that the application
offers three ways of filtering the results: a) based on country (initially results from all European countries are shown),
b) based on pollutant type (PM10/PM2.5) and c) based on the pollution class (index) corresponding to each
measurement. The mapping from absolute PM10/PM2.5 values to pollution classes is performed according to Table
3. In addition, there is the option of filtering measurements that are not recent (i.e. older than 24hours). We see that
markers contain a number that corresponds to the pollutant value at the specific location and are colored according
to the respective pollution class. In case non-recent measurements are not filtered, the corresponding markers have
a grey color. When an individual marker is clicked, a pop-up window opens that shows additional details about the
measurements such as the time it was last updated and the name of the location.

26 http://hackair-mklab.iti.gr/sensors/
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Figure 17 - Screenshots of the ground station data collection visualization web application.

Table 3 - Mapping of absolute PM10/PM2.5 values to pollution classes.

Class name PM10 scale (ng/ms3) PM2.5 scale (pg/m3)
Very good >=0 and <=20 >=0and <=10
Good >20 and <=50 >10 and <=25
Medium >50 and <=70 >25 and <=35
Bad >70 >35
().
[ ] hachAIR
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3 Image Analysis Experiments and Statistics

In D3.1, we presented and evaluated two alternative methods for detecting sky regions in sky-depicting images. The
first approach is based on state-of-the-art machine learning algorithms and consists of the combination of a visual
concept detection framework (see section 5.2.1.1 of D3.1) that is used to detect images that depict sky, and a sky
localization framework (see section 5.2.1.2 of D3.1) that is used to specify the sky region of the image. The second
approach consists of a set of simple heuristic rules provided by image-based air quality estimation experts (DUTH) and
aims at directly detecting sky regions that are suitable for image-based air quality estimation. According to the
evaluation reported in D3.1, the machine learning-based approach performed better than the heuristic approach.
However, the evaluation was performed on a general-purpose benchmark collection where the regions annotated as
sky might not always be suitable for air quality estimation (e.g., because they contain clouds).

In section 3.1, we present a new evaluation of the two methods (and of their combination) on a real-world dataset
that was annotated by air quality estimation experts from DUTH based on the suitability of the sky region for
performing air quality estimation using the Look Up Table (LUT)-based approach that was presented in D3.3. Then, in
section 3.2, we study the robustness of image analysis results with respect to various widely applied image
transformation and filters. Section 3.3 describes the final architecture of the image analysis service that we developed
and discusses the computational load of its various processing steps. Finally, section 3.4 presents statistics of the
image analysis service (collected over a period of more than two months) that allow us to estimate the number of
usable images that we can retrieve daily, both across the whole Europe and in specific countries of interest to hackAIR
(i.e. Germany and Norway).

3.1 Evaluation of Sky Localization Methods

In this section, we carry out an air quality estimation-oriented evaluation of the two sky localization approaches
presented in D3.1: Fully Convolutional Neural Networks (FCN) (Long et al., 2015) and the heuristic rule-based approach
proposed by DUTH (heuristic). In D3.1, both approaches were evaluated on the SUN database?’ (Xiao, 2010), a general-
purpose benchmark collection for image annotation and segmentation tasks. The evaluation was carried out on 2,030
images that were annotated with the concept sky and for which the polygons of the sky part of the image were
provided. In this evaluation, the FCN approach was found to perform significantly better than the heuristic approach
as it achieved a 0.9177 pixel-wise precision and a 0.9425 pixel-wise recall versus a 0.8245 pixel-wise precision and a
0.5922 pixel-wise recall for the heuristic approach. However, a more critical analysis of the results that involved a visual
inspection of the ground truth annotations of the collection’s images, revealed that the image region that is annotated
as “sky” is not always suitable for air quality estimation as in many cases the sky part is not clear (e.g. contains clouds,
the sun, small objects, etc.). In addition, hackAIR’s image collection framework has been extended to include webcam
images which are expected to pose additional challenges to the sky localization methods due to their distinct
characteristics (e.g., text overlays).

For these reasons, we designed a new specialized evaluation of the two sky localization methods that focuses explicitly
on their ability to correctly identify sky regions that are suitable for air quality estimation using the LUT-based
approach. To this end, out of 500K images that we collected during the period 24/2/2017-14/3/2017, we filtered out
those in which the detection confidence of the sky concept is not very high (< 0.8) to ensure that most of the remaining
images will depict sky and then took a random sample of approximately 100 Flickr and 100 Webcam images. For each
of these images, we extracted sky masks using: a) the FCN approach and b) the heuristic approach and with the help
of experts from DUTH we answered the following questions for each image:

e (Ql-a: Does the image contain a sky region usable for air quality estimation? (Yes/No)

27 http://groups.csail.mit.edu/vision/SUN/
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e  Ql-b: Please shortly describe the reason if you answered No to Q1-a.
e  Q2-a:lsthe sky region selected with the FCN approach usable for air quality estimation? (Yes/No)
e (Q3-a:lsthe sky region selected with the heuristic approach usable for air quality estimation? (Yes/No)

The first question (Q1-a) aims at helping us identify images with a sky region usable for air quality estimation, so that
we can subsequently evaluate the different sky localization methods only on images with a usable sky region. Figure
18 shows the distribution of responses to Ql-a and Q1-b, separately for Flickr images (left) and webcam images (right).
We see that in both cases, about 60% of the images contain a sky region that is usable for air quality estimation (Yes
to Ql-a). Looking at the distribution of responses to Q1-b, we see that in most cases and for both Flickr and webcam
images, it is the presence of clouds or cirrus clouds (a genus of atmospheric cloud generally characterized by thin,
wispy strands) or the fact that the image is captured too early in the morning or too late in the evening that render
images unusable for air quality estimation, despite the existence of a sky region. Other reasons include humidity,
rain/snow, strange images (usually deformed webcam images due to camera movement), artistic images and a very
small number of images (5 out of 197) that do not depict sky at all. Figure 19 shows some examples of sky-depicting
images that are considered unusable for air quality estimation.
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Figure 18 — Reponses to Q1-a and Q1-b for Flickr images (left) and webcam images (right).
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Figure 19 — Examples of sky-depicting images that are considered unusable for air quality estimation due to (left to right): a)
cirrus clouds, b) clouds, c) hour of the day (too late or too early), d) humidity

Having identified images with usable sky regions, we now focus our analysis on the ability of each sky localization
approach to extract these regions. The results are presented in Figure 20, which shows the percentages of correctly
detected image regions using the FCN (Q2-a) and the heuristic (Q3-a) approach for Flickr and webcam images. At a
first glance, the performance of the two methods appears much worse than the performance obtained on the SUN
database. Note, however, that the evaluation performed here is much stricter as even if a small percentage of the
region recognized as sky includes non-sky elements (e.g., clouds, buildings, text overlays), then the whole region is
marked incorrect. An illustrative example is provided in Figure 21, depicting a case where both masks are considered
incorrect, even though a sizable percentage of the region recognized as sky is indeed sky (especially in the FCN
approach). Moreover, we observe that in contrast to the results obtained when the evaluation was performed on the
SUN database, the heuristic approach performs better than the FCN approach as it manages to correctly detect the
sky region in 45.76%/50.00% of the Flickr/webcam images versus only 28.81%/20.69% for the FCN approach. As we
found by performing a visual inspection of the masks generated by each approach, this difference probably stems from
the fact that the heuristic approach generates much more detailed sky masks which seems to be advantageous for this
type of evaluation.
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Figure 20 - Percentages of correctly/incorrectly detected sky regions using each sky localization approach for Flickr images (left)
and webcam images (right).
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heuristic

original FCN

Figure 21 - Inappropriate sky masks extracted using the FCN (middle) and the heuristic (right) approach for a Flickr image (left).

Visual comparison of the generated masks revealed that each approach has its own merits and works better in different
situations. Particularly, we noticed that the FCN approach is better at avoiding “big” mistakes (e.g. recognizing sea,
buildings or windows as sky), while the heuristic approach is very good at filtering out small objects (e.g. tree branches)
and text overlays that are very common in images from webcams. Some illustrative examples are presented in Figure
22. In the first row, we see that although the FCN approach (2" column) correctly identifies the sky region, it misses
the white pillar. The heuristic approach (3™ column), on the other hand, correctly filters the pillar but gets confused
by the bus windows. Similar is the situation in the second and third row where we see that the heuristic approach
manages to discard small non-sky elements (clouds in the second row and text overlay in the third row) that are not
discarded by the FCN approach which, on the other hand, does a much better job at not being confused by water
(second row) and part of mountains (third row).

Motivated by the complementarity of the two approaches, we decided to develop a sky localization approach that
combines them (FCN+heuristic). More specifically, we first calculate a sky mask using the FCN approach and then apply
the heuristic algorithm described in D3.1, considering only those pixels that have been recognized as sky by the FCN
approach. This way, we manage to exploit the effectiveness of the FCN approach in roughly recognizing the sky region
of the image and then utilize the heuristic approach to discard small non-sky elements. The last column of Figure 22
shows the masks extracted by the FCN+heuristic approach. We see that in all cases, FCN+heuristic correctly identifies
the sky region. Besides this visual evaluation, we also performed a quantitative evaluation of the FCN+heuristic
approach, as we did for FCN and heuristic, i.e. we counted the number of times a usable sky region was extracted by
the FCN+heuristic approach by collecting responses to the question: “Q4-a: Is the sky region selected with the
FCN+heuristic approach usable for air quality estimation? (Yes/No)”. The results of this evaluation are presented in
Figure 23, which shows the percentages of correctly and incorrectly detected sky regions for each approach, when
considering all images (Flickr and webcam images). As expected, there is a very large improvement as 80.34% of the
sky regions are correctly recognized by the FCN+heuristic approach, compared to 47.86% for the heuristic approach
and 24.79% for the FCN approach.
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Figure 22 — Comparison of the masks generated by the FCN approach (second column) with the masks generated by the heuristic
approach (third column) for the images of the first column. The fourth column shows the masks generated by combining the FCN
approach with the heuristic approach.
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Figure 23 — Comparison of FCN, heuristic and FCN+heuristic sky localization approaches when all images are considered.
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A positive consequence of relying on images from Flickr and webcams instead of images from Instagram is that: a) the
use of image filters that might distort the calculated R/G and G/B ratios is expected to be less frequent on Flickr than
it is on Instagram?, b) webcam images are typically unfiltered. Nevertheless, Flickr introduced a new interface (Figure
24) in its Android/IOS apps in 2014 which allows users to apply Instagram-like filters (14 different filters are provided)
and to adjust the overall appearance of the pictures by changing the levels of brightness, contrast, saturation, color
balance, etc. Moreover, advanced users sometimes preprocess their images with independent image processing
software before uploading them on Flickr. Therefore, it is important to study the impact that several common
transformations have on the R/G and G/B ratios that are calculated from the images and used as input by the image-
based air quality estimation module.

Bleached

Brightness
—,

[

Figure 24 - Image enhancements (left) and filters (right) offered by Flickr's Android/IOS app.

To perform this kind of analysis we had to: a) select a representative set of original images, b) apply a number of widely
used image transformations to generate transformed versions of the original images, c) apply image analysis to extract

28 Although we could not find or collect (filter information is not provided through the API) filter usage statistics, we presume that
the practice of using image filters to attract more likes is much more pronounced on Instagram due its app design and mobile-first
and “social” nature. In contrast, uploading images on Flickr is typically done through a web browser, while the option to apply
filters is given only when images are uploaded through the mobile app.
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R/G and G/B ratios from both the original and the transformed images and d) compare the ratios calculated from
original versus transformed images.

With respect to the selection of a representative set of original images, we wanted to ensure (as much as possible)
that the set will consist of images that: 1) have not already undergone transformations and 2) contain a sky region
suitable for air quality estimation. One option would be to manually capture photos of the sky and validate the
correctness of the extracted sky regions. However, in order to be able to perform a more large-scale and principled
evaluation we followed a different approach. In particular, we used all Flickr images taken in 2012 and geotagged in
Thessaloniki, Greece for which the AOD estimations generated by the image-based air quality estimation models
(developed within T3.3) agree completely with the ground truth AOD values provided by both MODIS?® and AERONET??
(see D3.4 for more details)?. Since the images are from 2012 and the filters were introduced in the Flickr app in 2014,
we know that no transformations have been applied on the images (at least using the Flickr app). Moreover, the fact
that the AOD values estimated from these photos agree with the ground truth AOD values from two independent
sources, ensures that the computed R/G and G/B scores are valid (i.e. have been calculated from a valid sky region).

With respect to the application of image transformations to generate transformed versions of the original images, one
option would be to manually transform each image using the Flickr app. However, to evaluate the impact of all types
of transformation offered by the Flickr app (>20) a prohibitive amount of manual effort would be required (20
transformations x 87 images = 1740 images would have to be manually transformed, uploaded to Flickr and then
downloaded). Moreover, since users can preprocess their photos with other software before uploading them to Flickr,
we decided to focus our analysis to common image transformations beyond those offered by the Flickr app.

To this end, the Cloudinary®? platform was used. Cloudinary is a Software-as-a-Service (SaaS) solution for managing
media assets of web or mobile applications in the cloud via a set of APIs. What we are interested in here is its
comprehensive image manipulation API® which offers a wide variety of image transformations such as resizing,
cropping, format conversion and, most importantly, image effects and filters. Among the large variety of
transformations offered by Cloudinary we focused on the following four popular categories of transformations: a)
resizing, b) color level effects, c) automatic image improvement effects and d) artistic filters.by those offered by
Cloudinary.

Table 4 presents all the transformations that we applied (grouped by category) along with the effect that each
transformation has on an example image and the R/G and G/B scores calculated from that image. From the resizing
category, we chose four transformations that resize the original image to progressively smaller sizes. Robustness of
the calculated ratios against downsizing is important because a moderate downsizing® is applied for efficiency reasons
to all the collected images before they are sent for image analysis. The color level effects category includes
transformations that are offered by the Flickr app, i.e. change of the image brightness and saturation, and the
automatic image improvement effects category includes five transformations that are very commonly offered by
image processing software. Finally, the artistic filters category includes eight artistic filters randomly selected by those
offered by Cloudinary.

2 https://modis.gsfc.nasa.gov/

30 https://aeronet.gsfc.nasa.gov/

31 This dataset was originally composed to facilitate an evaluation of the image-based air quality estimation models developed
within T3.3.

32 http://cloudinary.com/

33 http://cloudinary.com/documentation/image_transformations

3All images are downsized to a maximum size of 250K pixels before image analysis is performed.

(A
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D3.2: 2" Environmental node discovery, indexing and data acquisition

Table 4 — Category (15t column), name (2" column) and description (3™ column) of the tested image transformations, along with
their effects on an example image (4" column) and their impact on the computed R/G and G/B ratios (5" and 6 column). A
hyphen (-) in the 5", 6" column means that no R/G, G/B ratios were computed because no usable sky was detected.

Category Description Example
original The original image (size 0.799 [0.8517
& 500x331) ahid i
Resize width to 400 pixels
w:400 while maintaining aspect 0.798 |0.8510
ratio.
Resize width to 300 pixels
w:300 while maintaining aspect i 0.800 0.8516
ratio.
[e70]
£
i
o
Resize width to 200 pixels
w:200 while maintaining aspect 0.800 |0.8509
ratio.
Resize width to 100 pixels
w:100 while maintaining aspect 0.796 0.8479
ratio.
AT
[ ] hackAIR
¥
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D3.2: 2" Environmental node discovery, indexing and data acquisition

Category Description Example

Increase image brightness by

brightness:20
20% (Range: -99 to 100)

Increase image brightness by

bricht :50
rigntness 50% (Range: -99 to 100)

8
(]
k2 Increase image brightness b
o brightness:80 & & Y - -
3 80% (Range: -99 to 100)
B
©
O
\
Increase the image's color
saturation:20 | saturation by 20% (Range: - g 0.766 0.8355
100 to 100)
Increase the image's color
saturation:50 | saturation by 50% (Range: - 0.718 0.8101
100 to 100)
AT
- hackAIR
—¥
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38|79

Category Description
Increase the image's color !
saturation:80 | saturation by 80% (Range: - | A= = 0.665 0.7933
100 to 100)
, Change the color scheme of
sepia ) i B i
the image to sepia
gamma Adjust the gamma level 0.799 10.8515
5
g
©
&
(]
&
(0]
3
= Aut tically adjust i
S 